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Key Takeaways:

1. The authors demonstrate the feasibility and advantages to applying state-of-the art Natural Lan-
guage Processing (NLP) to identify ESG risks using social media data

2. The authors discuss how modern NLP algorithms can improve the ability of investors to anticipate
unforeseen ESG risks

3. The authors discuss applications of such systems to ESG investing and index construction, as well
as algorithm design for creating a fully or semi-autonomous ESG rating system

Abstract

Although investing in Environment-Social-Governance (ESG) driven portfolios is already a large and
growing portion of global assets under management, applications of quantitative techniques to ESG index
construction are underutilized. In this paper, we propose an approach to constructing ESG indexes using
news and social media data, combined with deep learning techniques for Natural Language Processing
(NLP). We also show how a state-of-the-art NLP technique, BERT, can be incorporated to improve the
accuracy of assessing relevance and content of documents in as ESG context, and discuss the relevance
of this approach to automating the construction of ESG indexes.

1. Introduction

The financial performance of a corporation is
correlated with its social responsibility, e.g. the en-
vironmental impact of their products and supply
chain, employee safety records, or social issues such
as utilization of child labour[3]. Both retail and in-
stitutional investors are becoming increasingly con-
cerned about these factors in making investment
decisions. Environmental, social and governance
factors, commonly abbreviated as ESG, are rapidly
becoming a key considerations for asset managers
globally. It has been shown that corporations fi-
nancial results have a positive correlation with their
sustainability business model and the ESG invest-
ment methodology can help reduce portfolio risk,
while generating competitive returns.[4]. However,
one barrier for ESG evaluation is the lack of rela-
tively complete and centralized information source.
Currently, ESG analysts generally leverage financial
reports, investor calls, and regulatory disclosures
to collect the the necessary data for proper eval-
uation, relying on companies to disclose pertinent
information. However, the majority of corporate di-
rectors[10] do not believe disclosures on sustainabil-
ity matters are important in helping investors make
informed decisions, illustrating the importance of
incorporating external data sources for additional
validation.

At the same time, investors are increasingly de-
manding more stringent due diligence of the social
responsibility levels of their portfolios. In Canada,
the total amount of assets under management in Re-
sponsible Investing funds has grown 20% year over
year 2015-2017 based on the latest growth numbers
reported by the Canadian Responsible Investment
Association [8]. And according to research from
Optimas LLC[9], ESG assets under management
now total $30 trillion globally, up from $23 trillion
in 2016, and projected to grow to $35 trillion by
2020. According to research from BCG11, Global
assets under management in 2018 were at $74 tril-
lion, meaning close to 50% of Global asset managers
are incorporating ESG techniques into their invest-
ment methodology.[5]

As demand for ESG grows, investors are set
to start demanding more accurate and timely re-
sponses to ESG issues, and the incorporation of
data sources beyond companies’ own reports, sur-
veys, and regulatory filings. In the dynamic in-
vestment environment, incorporating relevant data
from news and social media is primed to become a
key component of ESG investment strategies. Ma-
chine learning approaches are in turn extremely
promising, as they can limit the human cost of con-
tinuously monitoring vast volumes of information
reporting on various ESG issues, while providing
access to this information in consistent, real-time
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reporting stream.

2. Literature Review

ESG investing and index creation are studied
primarily from the point of view of financial returns
and portfolio construction, as well as applying tech-
nology to the creation of ESG portfolios. The for-
mer research primarily focuses on the performance
of ESG portfolios defined using human judgement,
whereas the latter category has so far lagged behind
the latest advances in machine learning, and specif-
ically Natural Language Processing (NLP). In this
paper, we show how start of the NLP can be applied
to the creation of practical indices, as well as eluci-
date how modern NLP techniques can be applied to
make such approaches practical (see the discussion
of additional NLP tasks in the Index Construction
section.

Portfolios that are created using ESG criteria
have been shown to generally be inline with the
overall market returns in recent years. Climent
and Soriano[1] show that between 2001-2009, green
portfolios (ESG portfolios focused on the Environ-
mental category) have had adjusted returns in line
with conventional mutual funds. An Amundi As-
set Management study [7] shows that, in the years
2014-2017, incorporating ESG criteria into portfolio
construction was a source of excess returns, across
all 3 ESG pillars, and in both North America and
the Eurozone. These results may be a reflection of
growing demand for ESG portfolios in those years,
as shown above.

ESG criteria have also been incorporated as part
of portfolio construction methodologies; Henriks-
son et al.[5] provide a survey of ESG usage for
portfolio construction, and show that incorporat-
ing industry-specific data for ESG scoring has the
potential of creating better ESG portfolios. They
also find that previous studies were able to con-
clusively show that companies that score higher on
ESG criteria have better valuations, but not nec-
essarily excess returns, indicating that at least to
some extent ESG criteria are being priced in.

Henriksson et al. [5] also discuss limitations
on current ESG scoring methodologies, where in-
put data is typically voluntary, is very sparse,
and scoring methodologies are variable across ESG
data vendors. This is a significant bottleneck to
ESG portfolio construction, especially when cou-
pled with the manual effort and required to contin-
uously source and evaluate this data. The manual

effort bottleneck is even more significant when deal-
ing with social media and traditional media. The
approach of ignoring media altogether is unsatis-
factory, as many pertinent issues may not be re-
flected in company financial and regulatory filings,
and those filings may significantly lag emerging is-
sues. This creates a strong incentive to use NLP
techniques to incorporate this data at scale: several
approaches to incorporating such sources via NLP
techniques have been studied, summarized below.

Chen et al. [incorporating˙news] incorporate
news data into a system that predicts stock market
movement returns, fusing representations of news
data regarding corporate events (including ESG
events) with stock time series representations. We
propose taking a more focused approach to learn-
ing text representation relevant to ESG classifica-
tion, by creating a human-curated ESG labels at the
document level, and utilizing a state-of-the-art NLP
representation [2] as a starting point using transfer
learning.

Nematzadeh et al. [7] address the need to cap-
ture discrete controversies by proposing a clustering
approach based on manually engineered features.

Our approach leverages advancements in mod-
ern NLP, by which we can create language repre-
sentations through solving ESG classification and
subsequent (segment- and token-level tasks jointly).
These joint representations can then be used in a
feedback loop in place of a manual feature engineer-
ing for many adjacent tasks, such as adverse event
detection.

3. Definitions and Notation

Definition 1
We define the ESG Category of each document di

as {cj(di) : i, j ∈ , 1 ≤ i ≤ Ndocuments, 1 ≤ j ≤
Nesg categories, and cj(di) ∈ {0, 1}}, as an indica-
tor function that specifies whether a document be-
longs to a particular ESG category. We use these
as the ground truth for training the ESG classifier,
and evaluate model performance based on compar-
ing pj(di), the predicted probabilities for each doc-
ument di belonging to category j.

Definition 2
We also define a set of documents Dt as the set of
documents generated at time t. We consider daily
indices for the purposes of our indexing discussion,
so Dt will refer to all documents generated on a
given day.

2



Definition 3
We define an index as an aggregation function
F (t, Dt), which aggregates the predictions pi on
each day in order to evaluate the aggregate perfor-
mance of a company in terms of each ESG Category
based on a set of input documents for that day. We
describe some alternatives for defining F (t, Dt) in
Section 4.4.

4. Approach

We took the standard machine learning project
approach to creating our ESG classifier, broadly as
(3.1) ground truth generation, and (3.2-3.4) model
optimization and operationalization. Our aim was
to show how modern state-of-the art NLP ap-
proaches can be applied in determining the ESG
content of news and social media (using Twitter
as a prototype data source), as well as show how
such a model can be operationalized to create a
near real-time ESG index. We also aim to illustrate
the advantages of such an approach over what was
previously discussed on ESG index construction in
literature.

4.1. Data & Labelling

Our approach to ground truth generation was as
follows:

• We aligned our ESG categories to MSCI rat-
ings [1], and selected a number of topic based
on likelihood to be observed in the social me-
dia sphere

• Our data was obtained using the Twitter API,
with tweets ranging from June 16 to July 22,
2019. In order to make the amount of manual
labeling tractable, we pre-filtered each ESG
category with a set of keywords, which were
then further refined using a level of human
review

• Our final training data comprised of labeled
pre-filtered tweets (positive and negative), as
well supplementary unfiltered tweets labeled
negative (assumed to be ground-truth nega-
tives due to the rarity of ESG topics occur-
ring in randomly sampled tweets). Our final
training dataset contained 6K unique tweets,
with 1,468 tweets labeled as belonging to one
of the ESG topics, and the remainder deemed
unrelated to ESG issues after a level of human
review

Our data set covers 10 ESG topics:

• Governance: Business Ethics, Anti-
Competitive Practices, Corruption & Insta-
bility

• Social: Discrimination, Health & Demo-
graphic Risk, Supply Chain Labour Standards
or Labour Management, Privacy & Data Se-
curity

◦ The Discrimination category was added
by the RiskLab team due to the preva-
lence of such issues being expressed on
social media

• Environmental: Climate Change or Carbon
Emissions, Product Quality & Safety, Toxic
Emissions & Waste

4.2. Model Training

We utilized a standard BERT classifier for this
problem [2], with a couple of slight modifications.
We utilize the pre-trained classifier version as pro-
vided by HuggingFace [12]. We also add an addi-
tional full-connected layer between the BERT em-
bedding and output layers, in order to simplify fine-
tuning. This is achieved through having the ini-
tial classifier (trained with the BERT encoder layers
frozen) reach a better minimum prior to fine-tuning
the BERT layers, as opposed to a single linear out-
put layer. This therefore limits the changes required
to the encoder layers of our pre-trained BERT when
fine tuning.

Below is the full list of hyperparameters we used
to train our classifier:

• We used an output size of 768 and a max se-
quence length of 128 for the BERT encoder
layers, a batch size of 32, and a dropout rate
of 0.1

• We add one hidden layer, of dimension 256,
right after the initial (CLS token) BERT em-
bedding, with dropout of 0.5

• We use the binary cross entropy loss for our
classifier, as the ESG issues may not be mu-
tually exclusive

• We utilized a two-stage pre-training approach,
with a patience of 5 epochs. In the first phase,
we train the hidden and output layer; in the
second, the full network (with all 10 BERT
encoder layers) is fine-tuned
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• We utilized the RADAM [6] optimizer with
learning rates of 1e−4 during the first stage
of training, and 2e−5 during the second stage
of training (where BERT encoder layers are
fine-tuned); the RADAM optimizer simplifies
the learning rate hyperparameter search, and
removes the need running ”warm-up” epochs.
We used no warm-up for training of our model

4.3. Model Evaluation

We optimized our model based on cross-entropy
loss, with a test set fixed as a randomly 30% sample
of our full dataset.

We evaluated our final models based on the area
under the Precision-Recall curve (PRAUC), as well
as ROC AUCs for each class to assess model perfor-
mance. We find that this model, although a proto-
type, showcases the potential of applying such mod-
els at scale.

The ROC and PR AUCs for each class, as com-
puted on our holdout set, are presented below:

ROC-AUC & PR-AUC
ESG Category ROC PR
Corp. Behaviour: Business Ethics 0.88 0.36
Corp. Behaviour: Anti-Comp. Practices 0.97 0.57
Corp. Behaviour: Corruption & Instability 0.98 0.55
Privacy & Data Security 0.97 0.66
Human Cap.: Discrimination (by RiskLab) 0.99 0.71
Human Cap.: Health & Demographic Risk 0.91 0.19
Human Cap.: Supply Chain Labour Policies 0.97 0.76
Climate Change: Carbon Emissions 0.94 0.31
Pollution & Waste: Toxic Emissions &
Waste

0.96 0.41

Product Liability: Quality & Safety 0.96 0.66
ESG Risk 0.90 0.22
Not an ESG Risk 0.91 0.51

These results, although they can undoubtedly
further improved through collecting ground-truth
observations, and through additional refinements of
the NLP model, already showcase the potential for
applying these models in production. Consider the
PR curve presented below.

Precision-Recall: Privacy Data Security

Our model for this class has a precision of 6̃0% at
an 60% recall, meaning the majority of documents
pertaining to ESG issues, with 60% of the retrieved
documents being true examples of Privacy Data
Security issues. These performance measures are
promising, but given the massive volumes of social
media and news data generated daily, would need
to be improved further to create a production-ready
indexing solution. It is likely we would be able to
generate such improvements with the addition of
more labeled data, as we have historically been able
to vastly improve the performance of deep learning
models by scaling up the amount of data available
for training. The ability to squeeze out additional
performance by scaling deep learning models up as
additional data becomes available has been consis-
tent across domains[11, 2].

These results show promise for the creation
NLP-enabled ESG indexes. The main challenge in
creating robust classifiers across different document
types and ESG issues lies with curating a trusted
dataset with a sufficient number of diverse exam-
ples.

Collecting such data would allow us to create ro-
bust representations of text data suitable towards
evaluation ESG issues. These representations can
then be used for creating practical, stable indices
that reflect the overarching objectives of ESG in-
vesting. We discuss the construction of such indices,
as well as the additional tasks our proposed system
would need to incorporate in production, below.

4.4. Index Construction

We propose several alternative approaches through
which an ESG index can be constructed from un-
structured text data sources by aggregating the out-
put of our classifier applied to large collections of

4



dated documents, as well as propose some future
improvements to make such indices more robust.

There are several practical considerations that
need to be considered to adopt an automated doc-
ument classifier into an indexing pipeline. One
approach is to simply construct a rating based on
the average predicted probabilities for each ESG
Category, by dividing the sum predicted probabili-
ties pj(di) for each category j by the total number
of documents for the day Nt.

Rj(t) =
∑

di∈Dt

1
Nt

pj(di)

Although intuitive, this approach relies on the
learned sigmoid functions for each class correspond-
ing to real-life probabilities; when dealing with text
documents, this approach is often unreliable as the
distribution of the training data may vary in pro-
portion to the real-life data, and the distribution
may shift significantly over time. This leads to the
estimated probabilities oftentimes not being mean-
ingful as direct estimates of real-life probabilities.

A more robust approach may be to define the
index by using our predicted class labels:

Ri(t) =
∑

dj∈Dt

1i(pi(dj))

Where 1i is the indicator function correspond-
ing to class specific cut-offs εi, such that:

1i(pi, εi) =
{

1, if pi ≥ εi

0, if pi < εi

Although this approach can be an improvement,
it still presents a handful of complications:

• Probability outputs may be proportionally off
depending on ratios of training data supplied
to the model, and may require manual tuning,
and so thresholds εi can be difficult to set for
each ESG category

• Susceptible to unrelated spikes in chatter (e.g.
viral marketing campaign may improve over-
all ESG scores)

Another improvement may be to first group doc-
uments into adverse events. This may be desired
as it more closely reflects the overarching business
purpose behind ESG monitoring, helping identify
emerging issues and controversies by grouping re-
lated documents together.

This is another area where modern NLP car-
ries significant benefits, as we are able to better
reason about unstructured text data by examining
the inner workings of our network. As our model
learns to distinguish between various ESG issues
(an non-issues), intermediate ”representations” of
text data are created inside the network. We can
extract these representations to help us better un-
derstand the totality of ESG issues we encounter:

Figure 1: Clusters corresponding to ESG issues.

The chart above shows a simplified view of ESG
issues in our evaluation data set, plotted using
the extracted representations from our model. If
two tweets are close to one another in this chart,
their numerical representations were similar. The
3 larger ”clusters” loosely correspond to Environ-
mental, Social, and Governance issues. The col-
ors represent various issues or themes, determined
based on how similar the learned representations
are across documents.

Even with a moderate amount of labeled data,
our model is already able to distinguish various sub-
issues and emerging themes. For example, a com-
mon issue with privacy and data security is data
breaches, and indeed the blue cluster below contains
several examples of data breaches being discussed in
the public domain:
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Figure 2: The data breach cluster.

On the other hand, similar discussions that ap-
pear very similar can represent little ESG risk. The
nearby pink cluster contains tweets related to cyber-
security education, and discussions on how to limit
cyber risk. Both of these issues belong to the Pri-
vacy & Data Security category of ESG risk, but are
being treated differently by our model because of
their relation to other classes, with the pink cluster
naturally separating and on average being viewed as
less likely to constitute an ESG risk by our model:

Figure 3: Risk-free cluster.

It is encouraging that our model is able to dis-
tinguish these subtle differences, and naturally sep-
arates risky and non-risky issues. This is done in
part by priming our model with labels in addition
to ESG categories, such as level of risk or relevance
to a specific company. By adding these kinds of
additional information during the labeling process-
ing, we expect the learned representations to be-
come more useful towards understanding ESG risk.
Examining representation is a valuable technique,
and can also be used as a feedback loop for the
ESG model: measuring ”drift” in the representa-
tion stage can be indicative of emerging risks, and
these types of analyses can also inform the labeling

strategy and in turn lead to even better representa-
tions.

5. Future Work

The primary area of future work will be to im-
prove the training data to create a ESG dataset
benchmark:

1. Implement redundancy, such as majority vot-
ing, around each proposed document label to
ensure data quality

2. Obtain additional training data to ensure
broader coverage across time periods, compa-
nies, and events

3. Expand the dataset beyond Twitter and into
other data sources (Reddit, other social me-
dia, traditional news)

4. Expand the dataset to additional tasks de-
scribed below

There are also additional NLP tasks that would
have to be incorporated into an NLP system that
captures ESG attitudes across a sufficiently wide
number of sources. For example, a news article may
mention an ESG issue together with a name of a
company, without directly relating the company to
the issue at hand. In addition, the action of a par-
ticular company in relation to an ESG topic may
be positive or negative. An ESG indexing system
incorporating NLP would have to take such cases
into account, and evaluate documents to appropri-
ately reflect the correct attitudes and relationships
in such situations.

We will also aim to expand the number of ESG
issues being considered for this problem, and cap-
ture additional issues prevalent in public discourse
but not captured in traditional ESG frameworks.

We will also expand this work into creating ESG
indexes, and evaluate various index construction
methodologies as discussed above, and their im-
pacts on portfolio construction, including stability,
re-weighting and associated transaction costs.

Lastly, we will evaluate ESG indexes for their
efficacy as an additional criteria for portfolio con-
struction, and the impact on portfolio returns and
risk profiles.
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